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RPU: Introduction and Motivation

» Training of large Deep Neural Networks (DNN) is a time
consuming and computationally intensive task that demands
datacenter-scale computational resources recruited for many
days

» Resistive Processing Units can potentially accelerate DNN
training by orders of magnitude while using much less
power.

» State-of-the-art (SotA) RPU devices can store and update the
weight values locally thus minimizing data movement during
training and allowing to fully exploit the locality and the
parallelism of the training algorithm




RPU: Introduction and Motivation

Resistive Processing Unit (RPU) System
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Fig. 1. (a) Conceptual diagram of the RPU cell. The cell conductance, i.e. a
weight value, can be adjusted and sensed through update and read lines,
respectively. (b) Block diagram of the resistive processing unit (RPU) system.
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CTF based RPU: Methodology

» We implemented a Charge Trap Flash ( CTF) based RPU in
MATLAB for an image classification task on the MNIST dataset, " P
by refering to the following paper: | ] o oo A —
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CTF based RPU: Methodology

» We used the same algorithm and parameters as
those given in the paper

» Define A*,(g) as the positive change in V;when
V;= g (using LTD data) and Ay(g) as
the negative change in V;when VT = g (using
LTP data)

» The results of the curve fit gives the following
equations

A (g) = 4.50(g 4+ 0.32)7%% x 107°
Ay (9) = —1.74(—g — 0.11) %™ x 107°

Algorithm 1: Update calculation in CTF device sim-
ulation.

Input: Gradients (6(¥)); Inputs (z®); Length of pulse
trains (PL); Input scaling constant (C'); Weight
update functions Aj, Aj; Device
conductances Ggi) and GE'); Noise (o).

Output: Updated values of the device conductances of

the layer G\ Gg‘).

1 for each cross-point do

2 Let g1, go be the device conductances

3 | Find 29, §®) corresponding to the cross point

a | Sample X, ---,Xps ~ Bernoulli(|Cz(?|)

5 | Sample D, --,Dpr ~ Bernoulli(|C6®|)

6 Set the polarity of all D,, equal to the sign of §(*)

7 for each coincidence in X,, N D,, do

8

9

Sample noise N ~ N(0,0)
if 3 < 0 then
10 Atg + Af(q1) + N
11 g1 g1 +ATq
12 else
13 Atgy + Ag(g2) + N
14 g2 < g2 + AT gy
15 end
16 end

17 end




FeFET based RPU: Methodology

» The same methodology was followed but now using experimental data of FeFET devic
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MATLAB Simulation Results
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Can we exploit the inherent
stochasticity of FeFET devices?

Advantages Offered

» No external circuitry needed for stochastic pulse-train generation,
deterministic pulse train will do

» Device noise not a nuisance, but RESOURCE!!!

Main Idea: To enable a stochastic multiplication of x® and §®, need to have two
independent stochastic events with probabilities proportional to x® and §®
respectively. Then the probability of the two events happening simultaneously
will be proportional to the product x®.§®




Large vs Small-Area FeFETs
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Single domain ultrascaled FeFETs

* In presence of several domains it is
possible to get a continuum of values
of V;, whereas for a single domain we
only have 2 states of V;

« On application of a gate voltage
pulse, a switching maybe possible
with the probability dependent on
the pulse width and the pulse
amplitude

 Possible to control the inherent
stochasticity of single-domain FeFET
through pulse width/amplitude
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Architecture of each cross-point

» Apply t,; and t,, such that the B
switching probabilities of the
FeFETs in series are |Cx®| and

|C8@| respectively

L Pl = lex”)

4L Pl =8

» Each branch conducts with a
probability o< x®, §®

» For a large enough N, we can
get Ag < x, 5@ for the entire
system

» lIdea similar to that of & & &
coincidence between stochastic A
pulse trains, here the % | ‘ | % |

coincidence between stochastic

switching of two FeFETs in series

does the job "“ F _ _




Feasibility and Limitations

» Only discrete set of values possible for the synapse conductance, thus
compromised precision of the crossbar weights (ranging from 0 to N. g, in steps
of gon, Where g,y is conductance when both the FeFETs are ON)

» Requires 4N FeFETs per cross-point as opposed to 2 for the case using stochastic
pulse trains, although the single-domain FeFETs are much smaller in size than
the multi-domain ones

» The relation between pulse-width and switching probability needs to be
carefully analyzed and modelled (From the data in literature, transition seems
quite abrupt)




Conclusion and Future Work

» CTF and FeFET based RPUs were simulated in MATLAB for
MNIST classification, and the the training accuracy was
analyzed

» To improve the training accuracy, hyperparameters need
to be tuned appropriately

» An idea was proposed to exploit inherent stochasticity of
FeFET devices in a RPU system, further investigation is
required to check feasibility




